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DATA ANALYSIS

· Answer research questions

· Test hypotheses

DATA ANALYSIS PROCESS

· Statistical procedures – give organization and meaning to data

· Descriptive  statistics – describe and summarize data

· Inferential statistics – estimate how reliably researchers can make predictions and generalize findings

Descriptive Statistics

· Measures of:

· Central tendency (mode, median, mean) – the “average”

· Variability (range, standard deviation)

· Correlation techniques

Levels of measurement

· Measurement – assignment of numbers to objects or events according to rules

· Nominal – categories

· Gender: 1 = females       2 = males

· Marital status: 1 = married   2 = single

· Statistical manipulation - frequency

Levels of measurement

· Ordinal measurement

· Rankings of objects or events

· Stage 1 = redness/erythema

· State 2 = epidermis/dermis

· Stage 3 = subcutaneous

· Stage 4 = muscle/bone

· Can calculate measures of central tendency, rank order coefficients of correlation

Level of measurement

· Interval measurement 

· shows ranking of events or objects on a scale with equal intervals between the numbers (there is no absolute zero)
· Temperature, test scores 

Levels of measurement

· Ratio measurement 

· Rankings of events or objects on scales with equal intervals and absolute zeros

· Height, weight, pulse, blood pressure, length of stay

· Highest level of measurement and all mathematical procedures can be carried out

Organizing data

· Frequency distribution – number of times each event occurs – grouped or ungrouped

· Counted and grouped

· Frequency of each group is reported

· No overlap of categories

· Reported in tables, histograms

Organizing data

· Measures of central tendency – summary statistics and are sample specific

· Answer “what is” questions: “what is the average weight of newborns?”

· Yields a single number that describes the middle of the group

· Summarizes members of a sample

· Mode, median, mean

Measures of central tendency

· Mode – the most frequent score or result

· Can have more than one mode

· Used with nominal data, but can be used with all levels

· Fluctuates widely from sample to sample drawn from the sample population

· Median – middle score or the score where 50% of the scores are above it and 50% are of the scores are below it

· Not sensitive to high and low scores

· Used when researcher is interested in “typical” score

· Can be used with ordinal data

· Mean – arithmetical average of all scores and is used with interval or ratio data

· Most widely used measure of central tendency

· Most constant/least affected by chance

· More stable than mode or median

· The larger the sample, the less affected it will be by extremes

· The single best point for summarizing data

Normal distribution

· Normal curve – data from repeated measures of interval or ratio level data group themselves around a midpoint

· The mean, median, and mode are equal

· A fixed percentage of scores falls within a given distance of the mean

· 68% of scores will fall within 1 SD of the mean

· 95.5% within 2 SD and 99.7% within 3 SD

Normal distribution

· Skewness – not normally distributed

· Nonsymmetrical samples with peak off center

· + skew – bulk of data are at the low end of the range with the tail to the right

· - skew – bulk of data are at the high end of the range with the tail to the left

Measures of variability

· Concerned with the spread of data or the differences in the dispersion of data

· Variability or dispersion

· “Is the sample homogeneous or heterogeneous?”

· “Is the sample similar or different?”

Measures of variability

· Range – most simple; most unstable measure

· It is the difference between the highest and lowest score or reading

· Always reported with other measures of variability such as mean, SD

· Gives reader opportunity to see how much variability there is in the data

· Semiquartile range – indicates the range in the middle 50% of the scores

· Lies between the upper and lower quartiles

· The upper quartile is the point below which 75% of the scores fall

· The lower quartile is the point below which 25% of the scores fall

· Percentile – the percentage of cases a given score exceeds

· Median is 50% percentile

· A score in the 90th percentile is exceeded by only 10% of the scores

· Standard deviation (SD) – most frequently used measure of variability

· Measure of average deviation of the scores from the mean

· Always reported with the mean

· Stable statistic

· X = 22.43     SD = 7.70     68% of scores fall between 14.73 and 30.13
· Correlations – 

· “to what extent are the variables related?”

· Used with ordinal or higher level data

· Representation (scatter plot) of the strength and magnitude of the relationship between two variables – the straighter the line, the higher the correlation meaning the higher (lower) the score on one variable, the higher (lower) the score on the other

· Positive correlation – a rise in temperature is associated with a rise in pulse rate

· Negative correlation – a decrease in blood volume is associated with a rise in pulse rate

Scatter plot shows a measure of correlation

Inferential statistics

· Used to analyze the data collected in a research study to make conclusions about larger groups (the population of interest) from sample data

· mathematical processes

· test hypotheses about data obtained from probability samples

Purpose of statistical inference

· Estimate the probability that statistics found in the sample accurately reflect the population parameter

· parameter is a characteristic of the population

· statistic is a characteristic of the sample

· Test hypotheses about a population

Requirements for inferential statistics

· Sample must be representative = probability sampling

· Scales or devices in the study need to measure at least at the level of interval measurement

Hypothesis testing

· Testing for the “outcome” of the data

· “how much of this effect is a result of chance?”

· “how strongly are these two variables associated with each other?”

· Two hypotheses:

· outcome or what is expected is the scientific or research hypothesis

· null or statistical hypothesis is the hypothesis that can be tested by the statistical methods

· Null hypothesis - there is no difference or relationship between the two variables
· testing the null hypothesis is a process of disproof or rejection

· it is impossible to demonstrate that a scientific hypothesis is true, but it is possible to demonstrate that the null hypothesis has a high probability of being incorrect

· To reject the null hypothesis is considered to show support for the scientific hypothesis and is the desired outcome for most studies

Probability theory

· “what is the probability of obtaining the same results from a study that can be carried out many times under identical conditions?”

· Type I error - reject the null hypothesis when it is true (say there is a difference between variables when there is NOT a difference)

· more serious in clinical care

TYPE I AND TYPE II ERRORS

· Type I - Null hypothesis is rejected when it is true

· As level of significance (p) decreases, chances of Type I error decrease

· Type II - Null hypothesis is accepted when it is false

· As level of significance (p) increases, chances of Type II error increase

· Type II error - accept the null hypothesis when it is false (say there is no difference when there IS a difference)

· may occur due to small sample size

· larger sample size improves the ability to detect differences between two groups

Level of significance

· To reduce a Type I error, set the level of significance (alpha () a priori

· alpha is the probability of making a type I error, or rejecting the null hypothesis when it is true (say there is a difference when there is not a difference)

· minimal level is 0.05

Level of significance

· Alpha of 0.05 means:

· the researcher is willing to accept the fact that if the study were done 100 times, the decision to reject the null hypothesis would be wrong 5 times out of those 100 trials

· the researcher then compares the statistical results to the present alpha to determine whether to reject or accept the null hypothesis

LEVEL OF SIGNIFICANCE

· To test the assumption of no difference a cutoff point is selected before data collection

· alpha (a) - level of significance

· a = .05
a < .05


· a = .01
 a < .01

LEVEL OF SIGNIFICANCE

· If there is no difference between the groups, the p > .05, accept the null hypothesis (significant difference is p < .05) 

· Risk of Type II error

· If p = .05
5 out of 100
50 out of 1000

· If p = .01
1 out of 100
10 out of 1000

· If p = .001


  1  out of 1000

Determinants of the level of significance (alpha)

· Depends on how important it is not to make an error

· might set alpha to 0.01 when the accuracy of the results are extremely important (ie, if a great deal of money was involved or a high risk intervention studied)

· lowest alpha possible increases the risk of committing a type II error

Practical vs. statistical significance

· Statistical significance - the finding is unlikely to have happened by chance

· alpha set at 0.05 - the odds are 19 to 1 that the conclusion the researcher makes on the basis of the statistical test performed on sample data is correct; the researcher would reach the wrong conclusion only 5 times in 100 (reject a true null hypothesis - type I error)

· The results can be statistically significant but not “practical” - there is little practical value or “clinical” significance

Tests of statistical significance

· Parametric and nonparametric

· Parametric - 

· involve the estimation of at least one parameter

· require measurement on at least an interval scale

· involve certain assumptions about the variable being studied (variable is normally distributed in the population)

· Used in nursing studies

· Nonparametric tests of significance

· usually applied when the variables have been measured on a nominal or ordinal scale

· less restrictive but less powerful

· not based on population parameters

· normality of underlying distribution cannot be inferred

· small sample size

Tests of differences

· Can use parametric and nonparametric to test for differences between groups 

· parametric - t  test or statistic -  t  values

· measurements are taken at the interval or ratio level

· tests whether the two groups means are different - question is whether the mean scores on some measure are “more” different than would be expected by chance

· two groups must be independent

Parametric tests of difference

· Analysis of variance (ANOVA) -  F  values

· used when more than two groups

· used when measurements are taken more than once

· tests whether group means differ among all groups

· takes into account the fact that multiple measures at several points in time affect the potential range of scores

· Analysis of covariance (ANCOVA) 

· measures differences among group means

· uses a statistical technique to equate groups under study on an important variable when the groups differ on the variable at baseline

· Multiple analysis of variance (MANCOVA)

· used to determine differences among groups

· used when there is more than one dependent variable

Nonparametric tests of difference

· Chi-square (X2)

· Used when data are at the nominal level

· Used to determine whether the frequency in each category is different from what would be expected by chance

· If the calculated chi-square is high enough, the null hypothesis would be rejected

· Need large samples

Other nonparametric tests of difference

· Fisher’s exact probability test

· Used when sample sizes are small

· Used with nominal level data

· Mann-Whitney U test for independent groups, Wilcoxon matched pairs test

· Used when data are ranked or at the ordinal level

Example

· Randomized clinical trial (Kelechi, 2002)

· Two groups randomly selected and assigned

· Measure effects of new cooling compression sock and compare with standard compression sock on ulcer development in CVI patients

· Gender (nominal), age (interval), skin temperature (interval), leg circumference (interval), desquamation (ordinal), ease of application (ordinal), quality of life (ordinal), ulcers (nominal)

Example

· Testing for differences between these two groups: the effects of cooling

· Nominal level data: gender, ethnicity = chi-square

· Interval level data: age = t-test

· Effect of intervention = ulcer development – chi-square; quality of life = ANOVA

Tests of relationships

· Explore the relationship between two or more variables

· Use correlation: the degree of association

· Null hypothesis that there is NO relationship between variables:  thus – if rejected, the conclusion is the variables are related

· Explore the magnitude and direction of the relationship (age and length of recovery LOR) – for interval and ratio level

· Use Pearson correlation (AKA Pearson r, correlation coefficient and Pearson product moment correlation)

· r  -1.0 - 1.0  

· If no correlation between age and LOR

· r = 0  (no correlation)

· If, the older the patient, the longer LOR

· r = 1.0 (positive correlation)

· If, the younger the patient, the longer LOR

· r =  -1.0 (negative correlation)

PEARSON’S PRODUCT-MOMENT CORRELATION

· Determines relationship between variables

· Range between -1 and +1 (measures the strength of the relationship)

· .1 to .3 = weak

· .3 to .5 = moderate

· > .5 = strong

· r = .38 (p < .001)

Other nonparametric tests of association

· For nominal and ordinal data:  two variables being tested have two levels, ie, yes/no, male/female)  - use phi coefficient

· For associations between two sets of ranks, use Kendall’s tau

· For complex relationships among more than two variables, use multiple regression

Multiple regression

· Measures the relationship between one interval level dependent variable and several independent variables

· Used to determine what variables contribute to the explanation of the dependent variable and to what degree

· Used in prediction

MULTIPLE REGRESSION

· Predicts value of a  variable when we know the value of one or more other variables

· Outcome is  regression coefficient R

· R² = .19 (p = .001)

Findings and results

· Research – develop nursing knowledge and evidence-based nursing practice to make a difference for patient/clinical care

· Findings and discussion: results, conclusions, interpretations, recommendations, generalizations, and implications for future research

Results section

· The data-bound section

· “numbers” or quantitative data reported

· Reflects the research question or hypothesis(es) and whether they were supported or not supported

· Identifies the tests used to analyze the data

· States the values obtained and probability level

· Unbiased presentation of results

· No opinions

· Data are summarized in tables or graphs

· Report insignificant data as well

Discussion

· Provides meaning and interpretation

· Limitations and weaknesses 

· How theoretical framework was supported

· How data may suggest additional or unrealized relationships

· How it is “relevant” to clinical practice, etc.

· Can the findings be “generalized”

How “confident”  are you about generalizing your findings

· Confidence interval – quantifies the uncertainty of a statistic or the probable value range within which a population parameter is expected to lie

· The probability of including the value of the parameter within the interval estimate

· 95% CI (38.6 – 41.4)

Generalization

· Generalizability – inferences that the data are representative of similar phenomena in a population 

· Be careful not to overgeneralize

Recommendations

· For future research

· Practice, theory, further research

· “What contribution to nursing does this study make?”

· What is the significance to nursing?

CRITIQUING STATISTICS IN A STUDY

· What statistics were used to describe the characteristics of the sample?

· Are the data analysis procedures clearly described?

· Did the statistics address the purpose of the study?

CRITIQUING STATISTICS IN A STUDY

· Did the statistics address the objectives, questions, or hypotheses of the study?

· Were the statistics appropriate for the level of measurement of each variable?

CRITIQUING STUDY OUTCOMES

· Were the findings clearly discussed?

· Were the findings clinically significant?

· To what population were the findings generalized?

· Were the study limitations identified?

· Were the implications of the findings for nursing discussed?

CRITIQUING STUDY OUTCOMES

· Were the study limitations identified?

· Were the implications of the findings for nursing discussed?

· Were suggestions made for further research?
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