
 
 

 
 



 

 

 
 

 



   (A case could also have been made for a third factor based on the eigenvalue rule 

alone, though, substantively, because two scales are in here, it really probably 

should be 2). 

 
Q1d:  If you were to redo the analysis with the number of factors you have selected, what 

method would you choose (e.g. maximum-likelihood, iterated principal likelihood, etc.)?  

What are the theoretical benefits of the method you chose over the others? 

 

IPF would probably be best; the iterative nature may be more likely to arrive at the 

correct solution, and ML would require a stronger assumption of normality of the 

factors,  and this has not been confirmed. 

 

 
 

 
 

 
 

The case for promax rotation could also have been made, either by mentioning 

substantively why the two constructs might be related, or by showing that the two 

total scale scores were related (if they were). 

 



 
Any items which could be shown to be redundant (v. highly correlated with another 

of the items) might also be removed. 

 

 
 

I think this might be wrong – I should think that if the items were highly correlated 

with others, they would show low uniqueness…    

 

CESD4 4
th

 question:  I felt that everything I did was an effort. 

 SLF8      8
th

 question (reversed): I wish I could have more respect for myself. 

 

 



 
 

 
 

 
 
. gen cesdt =  cesd961+ cesd962+ cesd963+ cesd964+ cesd965+ cesd966+ cesd967 

 

. logistic  psydp96 cesdt 

 

Logistic regression                               Number of obs   =        328 

                                                  LR chi2(1)      =      17.11 
 
                                                  Prob > chi2     =     0.0000 

Log likelihood = -96.303179                       Pseudo R2       =     0.0816 



 

------------------------------------------------------------------------------ 

     psydp96 | Odds Ratio   Std. Err.      z    P>|z|     [95% Conf. Interval] 

-------------+---------------------------------------------------------------- 

       cesdt |   1.205057   .0543898     4.13   0.000     1.103034    1.316516 

------------------------------------------------------------------------------ 

 

. lroc 

 

Logistic model for psydp96 

 

number of observations =      328 

area under ROC curve   =   0.6839 
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Area under ROC curve = 0.6839

 
 
 

Detailed report of Sensitivity and Specificity 

------------------------------------------------------------------------------ 

                                           Correctly 

Cut point     Sensitivity   Specificity   Classified          LR+          LR- 

------------------------------------------------------------------------------ 

( >= 0 )          100.00%         0.00%        9.76%       1.0000      

( >= 1 )           96.88%         7.77%       16.46%       1.0504       0.4022 

( >= 2 )           93.75%        14.19%       21.95%       1.0925       0.4405 

( >= 3 )           84.38%        25.68%       31.40%       1.1352       0.6086 

( >= 4 )           78.13%        39.86%       43.60%       1.2992       0.5487 

( >= 5 )           62.50%        52.70%       53.66%       1.3214       0.7115 

( >= 6 )           62.50%        62.84%       62.80%       1.6818       0.5968 

( >= 7 )           62.50%        71.96%       71.04%       2.2289       0.5211 

( >= 8 )           56.25%        79.73%       77.44%       2.7750       0.5487 
( >= 9 )           50.00%        85.47%       82.01%       3.4419       0.5850 

( >= 10 )          43.75%        90.20%       85.67%       4.4655       0.6236 

( >= 11 )          25.00%        91.55%       85.06%       2.9600       0.8192 

( >= 12 )          21.88%        93.92%       86.89%       3.5972       0.8318 

( >= 13 )          15.63%        96.28%       88.41%       4.2045       0.8763 

( >= 14 )          15.63%        97.64%       89.63%       6.6072       0.8642 

( >= 15 )          12.50%        98.99%       90.55%      12.3334       0.8840 



( >= 16 )           6.25%        99.32%       90.24%       9.2500       0.9439 

( >= 18 )           3.13%        99.66%       90.24%       9.2500       0.9720 

( >= 20 )           3.13%       100.00%       90.55%                    0.9688 

( >  20 )           0.00%       100.00%       90.24%                    1.0000 

------------------------------------------------------------------------------ 

 

 

                      ROC                    -Asymptotic Normal-- 

           Obs       Area     Std. Err.      [95% Conf. Interval] 

         -------------------------------------------------------- 

           328     0.6839       0.0569        0.57230     0.79552 

 

 

 
One wants the point which corresponds is closest to the upper lefthand corner.  In 

this case, it is  

 
( >= 8 )           56.25%        79.73%       77.44%       2.7750       0.5487.   

 

It also has the highest sum of sensitivity plus specificity. 

 

 
You could also say discriminant construct validity, if you are talking about the 

differential loading of the two scales’ items onto two different factors. 

 



 

 
 

 
The assumption of normality of the items (x’s) may be violated.  This might result in 

incorrect factor loading estimates. 

 

 



{NOT SHOWN} 

 

 
 

 

 
 



 


