 SEQ CHAPTER \h \r 1Problem Set #2; Statistics for Psychosocial Research

This problem set will focus on the self-esteem and depression items that you examined previously.  Work the first four questions sets using STATA, and the last one using M+.  The data set for the first four questions is pr2data, which is the same data as in the previous problem set except that one variable has been added.  The data set for the last question is mpdata, which is an ascii version of the 1996 self-esteem and cesd items.

1) Consider the 10 items of the 1996 self-esteem scale (slf961-slf9610) and the 7 items of the 1996 depression scale (cesd961 - cesd967).

a) Peform a principal-components factor analysis on these 17 items and report your results.  What percentage of the variance in the items is explained by two factors?  By three?

b) Perform a scree plot and report your results

c) How many factors do these items index?  Why?

d) If you were to redo the analysis with the number of factors you have selected, what method would you choose (e.g. maximum-likelihood, iterated principal likelihood, etc.)?  What are the theoretical benefits of the method you choose over the others?

e) Redo the factor analysis, using the method you chose in (d) and constraining the solution to the number of factors you chose in (c).

f) Rotate the factors and report your results, using either promax or varimax rotation; justify your choice between these two methods.

f) Based on your results, should any items be removed from the analysis?  If so, which one(s)?

g) Go to the codebook and look at the wording of any questions you removed.  Speculate why any items you removed are not consistent with the others (there are many correct answers to this question).


h) Redo the factor analysis, excluding the items identified in (f).


i) If necessary, repeat steps f-h until you arrive at a final pool of items.

2) 
a) What type of validity would be involved if a researcher wanted to know how well depression items corresponded with a psychiatrist’s diagnosis?

b) What statistical procedure would help determine which cutoff on the 1996 depression scale corresponds with a psychiatrist’s diagnosis (variable ‘psydp96' in the data set) with mininum amount of error?

c) Apply this method and report your results. [The answer to this question involves, among other things, creating a depression scale named cesd96t that is the sum all of the items that you retained in your answer to number (1)].

d) What cutoff score best corresponds with a psychiatrist’s diagnosis with the least amount of error?  How do you know?

e) What type of validity would be involved if a researcher wanted to develop a scale that indexed depression, and it was not possible to observe depression directly?

f) Given the answer to (e), the analyses in question number 1 are most relevant to what specific types of validity, if one of the scales is intended to index depression?

3) 
a) Graph the histograms of the 1996 self-esteem items and report your results.  To get all items on one graph follow the procedure:


1) reshape long slf96, i(id) j(item)


2) sort item

3) hist slf96, by(item)

4) When you are finished return the data to wide format: reshape wide
b) Graph the histograms of the 1996 depression items (following the general procedure outlined above) and report your results.

c) What assumptions of factor analysis might these assumptions violate?  What are some possible consequences of these violations on the results?

d) Print out the correlation matrix of the 1996 self-esteem and depression items and report your results.  (The correlation matrix may be obtained by typing: corr slf961 - cesd967.  We will return to these answers in question #5).

4) 
a) In theory, how would you assess the external validity of the scales you created in question (1)?  Give specific examples of variables that you might use if they were available.


b) What would you do if your scales did not exhibit good external validity?

5) 
Use M+ to run factor analysis.

a) Create a separate text file with the following commands to run an exploratory factor analysis in M+ treating the items as continuous.  You may need to change the name of the data file in the syntax below. 


TITLE: Principal-components factor analysis in M+ treating items as continuous;


DATA:                                                                 


FILE IS D:/teaching/data/mpdata.csv;                          


VARIABLE:                                                             


NAMES ARE slf1-slf10 cesd1-cesd7;


ANALYSIS:                                                             



TYPE = EFA 8 8; 


OUTPUT:



SAMPSTAT;

b) How does the correlation matrix compare to your results in 3d?  


c) How do the eigenvalues compare to your results in 1a?

 
d) Create a separate text file with the following commands to run an exploratory factor analysis in M+ treating the items as categorical.  You may need to change the name of the data file in the syntax below. 


TITLE: Principal-components factor analysis in M+ treating items as categorical;


DATA:                                                                 


FILE IS D:/teaching/data/mpdata.csv;


VARIABLE: 


NAMES ARE slf1-slf10 cesd1-cesd7;


CATEGORICAL ARE slf1-slf10 cesd1-cesd7;


ANALYSIS:                                                             



TYPE = EFA 8 8; 


OUTPUT:



     SAMPSTAT;

e) How does the correlation matrix compare to your results in 3d?  Do you see any general trends?

f) How do the eigenvalues compare to your results in 1a?  How do your conclusions change if you treat the items as categorical instead of continuous?
